Dynamic Programming Lecture #11

Outline:

e Imperfect Information Set-up
e DP on Probabilities

e Example: Machine repair



Imperfect Information

e Standard problem:

Tpy1 = fr(@Tr, up, wy)

min F {gN(:UN) + ]Zz_:: g (xr, pr (), wk)}

e What if we do not have access to x?
e [nitial condition: zy random.

e Observations:
20 = ho(zg, vo)

2, = hi(Tg, wr—1, vg)
e Measurement disturbance (noise) vy is random, but can depend on (zj_1,ug_1, Wk_1)

e Implication: Cannot implement p(xy) because we never know x.



Examples

e Motivation #1: Partial measurements
y = Cuxp + vp
Examples: Position vs Velocity measurements or distributed sensors

e Motivation #2: Artificial states

e Revisit LQ:

v" = Az + Bu + Lw
e Disturbance model: “white” vs “colored” (correlated with past).

e Represent wy, as

wy, = HE,
Sip1 = F& + Guy,

where w;, independent.

e New dynamics:

() =0 TV +(0)e(c)

e Cannot measure £...it is part of (artificial) model.



Information Formulation

e Information at time k:

[k‘ = (Z()azla" . 7Z/€7U’07"'7uk'71)

e Information based policy:

pr(Ix)  (not function of xy)

e Minimization:

N-1
E9307w{0,...,1v—1}70{0,..4,1\1—1} {9N<33N> + kzjo gk;(ZEk;, Mk(lk>7 wk)}

e FAacT: Can formulate DP on an information based system. We will pursue instead a
“sufficient statistic”.



Probability Propagation

e Define X: distribution function for x; given information Ij.

e Interpretation: “Beliefs” on x;. Instead of value of x;, we have probabilities on values
of X

e FACT: For appropriately defined @y,

X1 = Pp( X, up, 2i41)
e Tomorrow's beliefs are a function of:

— Today'’s beliefs
— Today's control

— Tomorrow’'smeasurement
e All information encoded in X...i.e., a new ‘state”

e Recall previous discussion on (uncontrolled) hidden Markov models



Computation of ¢

e We have reduced partial information to full state information, but on system:

X1 = Pr( X, wps Zh41)

— New state: X}
— Control: wuy

— New disturbance: 2.1, i.e., tomorrow's measurement

e Assume “given” X} and wu; throughout

e How to derive ®,.7

P(xpi1 = s* & 21 = 2%)
P(zp1 = %)
P(ﬂfkﬂ = 5" & zpqp1 = Z*)
> P(zpr1 = 2% & 211 = )

P(xp1 = 8 |zp11 = 27)

e By total probability:

i P(g = 5" & 2pp1 = 271 = ) Py = 1)

P(wp41 = 8" |zp1 = 27) =
(1 = 8" |21 = 27) Y P(zpr1 = 2¥|xp = J) Py = 1)

e Allows for simpler computations



Example: Propagation of X

wy € {—1,0, 1}
Vi € {_1707 1}

Tl = xk+1+wk,

Zk4+1 = Th+41 T Uk,
e Suppose we know z; =0, i.e.,

P(wk:O):lﬁXk

e Main issue: What is Xy, (given I = I Uzpe1)?

P(xpy =2 & zp1 = 1)

Py =25 =1) =

P(Zk+1 = 1)
e All possibilities:
WE — —1 01 WE — —1/0]1
Vg1 =—1 | 2zp1=—-1]0]1 Vg1 = —1 | 2p1=0]1]2
0 0 1(2 0 0 1]2
1 1 213 1 0 1]2

e Result: X;.1 = {0,1,2} with probability {1/3,1/3,1/3}




Example, cont (2)

wr=—1 [0]1 w,=-1]0]1

Vg1 =—1 | zp1=—-1]0]1 Vg1 = —1 || 2p1=0]1]2
0 0 1]2 0 0 12

1 1 213 1 0 12

e What is P(ka_l = x*‘Zk_A'_l == 2)?
e Result: X;.1 = {0, 1,2} with probability {0,1/2,1/2}
e What is P(xp11 = x*|zp11 = 3)7

e Result: X1 = {0, 1,2} with probability {0,0,1}



DP on X

e Define

Gn(Xn) = E{gn(zn)|In}
i.e., expected terminal penalty given all information to date.

e Define
Gr( Xk, ur) = E{ge(wp, up, wy) }

e System dynamics:
X1 = Pp( X, upy 2141)

where probabilities of z;.; depend on (X}, ug)

e |nitialize
IN(XN) = Gn(Xn)

e Proceed as usual...

Jr(Xk) = min E{Gr(Xg, ur) + Jppa (Pr( X, g, 2041)) }

e “Looks like" standard DP...but acting on belief dynamics.



Machine Repair

e Machine state: = {1 up .
down

C'  continue (do nothing)

Control actions: = ir i
¢ Lontrol actions {S stop & repair if needed

e System probabilities: If up, stay up with probability 2/3 & fail with probability 1/3.

e Measurement: Correct diagnosis with probability 3/4 & false diagnosis with probability
1/4

e Stage costs:

0 continue with machine up

2 continue with machine down
g(z,u) =
1 stop & repair

e Let p; = probability machine is down at time k& given information up to time k. (Then
(1 — py,) is probability machine is up at time k.)

e What is p; as a function of pg, ug, & z17 i.e., derive

Xl — (I)(X()a Ug, Zl)



Machine Repair, cont (2)

e In each case, compute
P(down & wy, 21)

P(u07 Zl)

.UOZS&leU:

(1/3)(1/4) (fail)(false) 112
{ (2/3)(3/4) (no fail)(true) = 1/12+6/12 1/7

e uy=5 & 2 = D:

(1/3)(3/4) (fail)(true) 1/4 B
{ (2/3)(1/4) (nO fall)(false) = 1/4 + 2/12 - 3/5

.UOZC&leU:

(1= p)(1/3)(1/) (was up)(Fal)(fase)
{po(l/zo) (W: dzwnE;(falsae)Se 42 142
(1 —p0)(2/3)(3/4) (was up)(no fail)(true) T—dpy 1+2+3

.UO:C&leDZ

(1 —po)(1/3)(3/4) (was up)(fail)(true)
{ (1= po)(2/3)(1/4) (was up)(no fail)(false) = g ’ ipo = i;i -
po(3/4) (was down)(true) o

e In general: pt = ®(p,u, zT)



