Dynamic Programming Lecture #12

Outline:

e Example: Machine repair

e Example: Hypothesis testing



Set-Up

e System:

Tpy1 = fr(@Tr, up, wy)

e Observations:

20 = ho(z0, )
2 = hyp(xg, ug—1, vg)

— Initial condition is random.

— Measurement disturbance (noise) vy is random, but can depend on (zj_1, ug_1, W_1).

e Solution: Apply DP to:

X1 = Pp( X, us 2141)



Machine Repair

e Machine state: = {1 up .
0 down

e Disturbance: Machine failure.

C'  continue (do nothing)

Control actions: = ir i '
¢ L.ontrol actions {S stop & repair if needed

e System probabilities: If up, stay up with probability 2/3 & fail with probability 1/3.

Measurement: State of machine.

Measurement noise: Correct diagnosis with probability 3/4 & false diagnosis with prob-
ability 1/4

Stage costs:

0 continue with machine up

2 continue with machine down
g(z,u) =
1 stop & repair

Let pr = probability machine is down at time k given information up to time k. (Then
(1 — py,) is probability machine is up at time k.)

e What is p; as a function of py, ug, & z17 i.e., derive

X1 = P(Xo, uo, 21)



Machine Repair, cont (2)

e In each case, compute
P(down & wy, 21)

P(u07 Zl)

.UOZS&leU:

(1/3)(1/4) (fail)(false) /12
{ (2/3)(3/4) (no fail)(true) = 1/12+6/12 1/7

e uy=5 & 2 = D:

(1/3)(3/4) (fail)(true) 1/4 B
{ (2/3)(1/4) (nO fall)(false) = 1/4 + 2/12 - 3/5

.UOZC&leU:

(1= p)(1/3)(1/)  (was up)(Fal)(fase)
{po(l/zo) (W: dzwni(falsaeje 42 142
(1 —p0)(2/3)(3/4) (was up)(no fail)(true) T—dpy 1+2+3

.UO:C&leDZ

(1 —po)(1/3)(3/4) (was up)(fail)(true) 34 6p 43
(1 —p0)(2/3)(1/4) (was up)(no fail)(false) = 0 _
{p0(3/€l) (was dswn)(true) St+dpp  1+2+3

e In general: pt = ®(p,u, z™)



Machine Repair, cont (3)

e Now consider a horizon [0, 2] with no terminal cost.

J2(Xz2) =0
| 2p1+ 0% (1 —py) =2p; foruy =C
J1(X1) =min E{g(z,u)} = { 1101 Formp) =2 fg: Zi =S

C if2p <1
S otherwise

pi1(p1) = {
J1(p1) = min {2p;, 1}

Jo(po) = min E{g(z, u) + J1((Xo, uo, 21))}

— Case ug = S-:

Jo(p()) =1 + E {Jl((p(X(), S, Zl))}

1+ J1(1)7)P(z = U) + J1(3/5)P(z = D)
1+ J1(1/7)(7/12) + J1(3/5)(5/12)

= 1+ (2%1/7)(7/12) + 1(5/12)

— Case ug = ("

1+ 2pg
7 —4pg

Jo(po) = 0*(1—p0)+2p0—|—Jl( )P(leU)+J1(

= etc

e Final step: Compare Jy(pg) for ug = C' vs uy = S.



Sequential Hypothesis Testing

Set-up: Measure {29, 21, ...,2n-1}, i€, 2; € Z.
Objective: Are z's generated by distribution fy or f;?
Decision: At time k

— Stop observing and conclude f; or fi.

— Take and additional observation at a cost C.
Losses: If we choose to stop

— Cost = Ly if fy is chosen and is wrong.

— Cost = Ly if f; is chosen and is wrong.
State equations: x;1 = T, where state is either 0 or 1.

Initial condition: P(xy=0)=1p



Hypothesis Testing cont, (2)

e Notation: Let p, = P(x = 0|1y).

® Do :?

Plrg=0& 2z = z*

P(xo= 0]z = 27) = (xOP(zo = 2) -
_ pfo(z")
pfo(z*) + (1 —p) f1(z*)
So
o = pfo(zo)
pfo(z0) + (1 —p) fi(20)
e p; =7: Same analysis
Dot = prfo(2e+1)

prfo(zrs1) + (1 = pr) f1(2e41)



Probability Propagation lllustration

e Suppose

7 =1{A,B)
fo ~{0.99,0.01}
f1 ~ {0.01,0.99}

e Suppose a priorip = 1/3:

— Case measure z = A:

. (1/3)(0.99) B
Po = (173)(0.99) + (2/3)(0.01) _ O®

— Case measure z = B:

L apooey
P = 073)(0.01) + (2/3)(0.99) 00



Hypothesis Testing, cont (3)

e Now apply DP

JIn(pn) = min E {cost of choice}
choose 0 or 1

— Choose 0: Ly(1 — Py)
— Chose 1: L1 Py

[ ) JN(pN) = min{LO(l — PN), Lle}

Lo pN—l

o If Ly > L; = always choose 1 unless VERY confident.



Hypothesis Testing, cont (4)

e DP recursions:

where

Prfo(Zk+1)

Ar(pr) = E{Jkn (pkf0(2k+1)+(1*pk')fl(Zk+1) )}

i Jo(=*
= (Zi fo(z )Jk+1 (pfo(Zi)igl(_;)fl(Zi) ) )p

+ (S A en GretliSme ) - p)

= 2 (pfo(2") + (1 =p) fi(2')) Tkt (pfo(zi)]fﬁfg)fl(zi) )

7




Hypothesis Testing, cont (5)

e Facts:
— Ap(0) = Ax(1) = 0.
— Ar_1(p) < Ag(p) by monotonicity.

— Ag(p) concave

e Structure of optimal thresholds:
— Pick 1 if in left region.
— Pick 0 if in right region.
— Pick C'if in middle.

— Thresholds converge as horizon length approaches infinity.



